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1. Introduction

In nonsmooth optimization, many generalized derivatives have been intro-

duced to replace the Fréchet and Gateaux derivatives which do not exist. Each of

them is adequate for some classes of problems, but not all. A generalized deriva-

tive being effectively used or not depends on probably first how can one employ

it to establish optimality conditions and second, whether it enjoys good proper-

ties and calculus rules. In [1, 2] we proposed two kinds of variational sets for

mappings between normed spaces. These subsets of the image space are larger

than the images of the pre-image space through known generalized set-valued

mappings. Hence our necessary optimality conditions obtained by separation

techniques are stronger than many known conditions using various generalized

derivatives. Of course, sufficient optimality conditions based on separations of

bigger sets may be weaker. But in [1, 2], using variational sets we can establish

sufficient conditions which have almost no gap with the corresponding necessary

ones. The second advantage of the variational sets is that we can define these

sets of any order to get higher-order optimality conditions. This feature is signif-

icant since many important and powerful generalized derivatives can be defined

only for the first and second orders and the higher-order optimality conditions

available in the literature are much fewer than the first and second-order ones.

The third strong point of the variational sets is that almost no assumptions are

needed to be imposed for their being well-defined and nonempty and also for

establishing optimality conditions. Calculating them from the definition is only

a computation of the Kuratowski-Painlevé limit. However, in [1, 2] no calculus

rules for variational sets are provided.

The aim of the present paper is to establish elements of calculus for variational
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sets and provide selected applications in optimality conditions. Most of the usual

rules, from the sum and chain rules to various operations in analysis, are inves-

tigated. It turns out that the variational sets possess many fundamental and

comprehensive calculus rules. Although this construction is not comparable with

objects in the dual approach like Mordukhovich’s coderivatives (see the excellent

books [3, 4]) in enjoying rich calculus, it may be better in dealing with higher-

order properties. As applications and illustrations we choose the Benson-proper

[5] and Q-minimal solutions [6] as representatives for a wide range of solution

concepts. Note that the Q-minimality unifies weak, ideal efficiencies as well as

most of proper efficiency notions in vector optimization.

The organization of the paper is as follows. The rest of this section is devoted

to recalling definitions needed in the sequel. We present the two kinds of higher-

order variational sets, including various equivalent formulations and simple prop-

erties in Section 2. In the next Section 3 we explore comprehensive calculus rules

for the variational sets. We also try to illustrate by examples the unfortunate lack

of expected rules. We provide in Section 4 simple applications of the variational

sets in establishing higher-order conditions for the local Benson-proper and local

Q-minimal solutions to a nonsmooth set-valued vector optimization with general

inequality constraints.

Throughout the paper, if not otherwise specified, let X and Y be real normed

spaces, C ⊆ Y a closed pointed convex cone with nonempty interior and F : X →

2Y . For A ⊆ X, intA, clA (or Ā), bdA denote its interior, closure and boundary,

respectively. X∗ is the dual space of X and BX stands for the closed unit ball

in X. For x0 ∈ X, U(x0) is used for the set of all neighborhoods of x0 ∈ X. Rk
+

is the nonnegative orthant of the k-dimensional space. For r ∈ R tending to 0,

0(r) and ϑ(r) mean a moving point z in the space in question (always clear from

3



the context) such that 1
r
‖z‖ → 0 and ‖z‖ → 0, respectively. We often use the

following cones, for A ⊆ X, C above and u ∈ X,

coneA = {λa | λ ≥ 0, a ∈ A},

cone+A = {λa | λ > 0, a ∈ A},

A(u) = cone(A + u),

C∗ = {y∗ ∈ Y ∗ | 〈y∗, c〉 ≥ 0, ∀c ∈ C} (polar cone),

C] = {y∗ ∈ Y ∗ | 〈y∗, c〉 > 0, ∀c ∈ C \ {0}} (quasi− interior of C∗).

A nonempty convex subset B of a convex cone C is called a base of C if C = coneB

and 0 6∈ clB. For a subset A ⊆ X, the contingent cone of A at x0 ∈ X is

TA(x0) = {u ∈ X | ∃tn → 0+,∃un → u, ∀n, x0 + tnun ∈ A}.

For H : X → 2Y , the domain, graph and epigraph of H are defined as

domH = {x ∈ X : H(x) 6= ∅}, grH = {(x, y) ∈ X × Y : y ∈ H(x)},

epiH = {(x, y) ∈ X × Y : y ∈ H(x) + C}.

The so-called profile mapping of H is H+ defined by H+(x) = H(x) + C. The

Kuratowski-Painlevé (sequential) upper limit is defined by

lim sup
x

H→x0

H(x) = {y ∈ Y | ∃xn ∈ domH : xn → x0,∃yn ∈ H(xn), yn → y},

where x
H→ x0 means that xn ∈ domH and xn → x0. The Kuratowski-Painlevé

lower limit is

lim inf
x

H→x0

H(x) = {y ∈ Y | ∀xn ∈ domH : xn → x0, ∃yn ∈ H(xn), yn → y}.

H is said to be compact at x0 if any sequence (xn, yn) ∈ grH has a convergent

subsequence as soon as xn → x0.
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2. Variational sets

In the sequel, if not otherwise stated, let X and Y be real normed spaces,

F : X → 2Y , (x0, y0) ∈ grF and v1, ..., vm−1 ∈ Y.

Definition 2.1 (See [1]). The variational sets of type 1 are defined as follows:

V 1(F, x0, y0) = lim sup
x

F→x0, t→0+

1

t
(F (x)− y0), ...

V m(F, x0, y0, v1, · · · , vm−1) = lim sup
x

F→x0, t→0+

1

tm
(F (x)− y0 − tv1 − · · · tm−1vm−1).

Definition 2.2 (See [1]). The variational sets of type 2 are defined as follows:

W 1(F, x0, y0) = lim sup
x

F→x0

cone+(F (x)− y0), ...,

Wm(F, x0, y0, v1, · · · , vm−1) = lim sup
x

F→x0 t→0+

1

tm−1
(cone+(F (x)−y0)−v1−· · ·−tm−2vm−1).

By using equivalent formulations for the Kuratowski-Painlevé sequential up-

per limit we easily obtain the following formulae of the two types of variational

sets.

Proposition 2.1 (Equivalent Formulations of V m).V m(F, x0, y0, v1, · · · , vm−1)

is equal to all of the following sets

(i) {y ∈ Y | lim inf
x

F→x0, t→0+

1
tm

d(y0 + tv1 + ... + tm−1vm−1 + tmy, F (x)) = 0};

(ii) {y ∈ Y |∃tn → 0+, ∃xn
F→ x0, ∃r(tmn ) = 0(tmn ),∀n, y0 + tnv1 + ...+ tm−1

n vm−1 +

tmn y + r(tmn ) ∈ F (xn)};

(iii) {y ∈ Y |∃tn → 0+, ∃xn
F→ x0, ∃vn → y, ∀n, y0+tnv1+ ...+tm−1

n vm−1+tmn vn ∈

F (xn)};

(iv) {y ∈ Y |∃tn → 0+,∃xn
F→ x0, ∃yn ∈ F (xn), lim

n→∞
1

tmn
(yn − y0 − tnv1 − ... −

tm−1
n vm−1) = y};
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(v)
⋂
ε>0

⋂
α>0
β>0

⋃
0<t≤α

‖x−x0‖≤β

(
1

tm
(F (x)− y0 − tv1 − ...− tm−1vm−1) + εBY );

(vi)
⋂
α>0
β>0

cl
⋃

0<t≤α
‖x−x0‖≤β

1

tm
(F (x)− y0 − tv1 − ...− tm−1vm−1).

Proposition 2.2 (Equivalent Formulations of Wm). Wm(F, x0, y0, v1, ..., vm−1)

has the following equivalent expressions

(i) {y ∈ Y | lim inf
x

F→x0, t→0+

1
tm−1 d(v1+ ...+tm−2vm−1+tm−1y, cone+(F (x)−y0)) = 0};

(ii) {y ∈ Y |∃tn → 0+,∃xn
F→ x0,∃r(tm−1

n ) = 0(tm−1
n ), ∀n, v1 + ... + tm−2vm−1 +

tm−1
n y + r(tm−1

n ) ∈ cone+(F (xn)− y0)};

(iii) {y ∈ Y |∃tn → 0+,∃xn
F→ x0,∃vn → y, ∀n, v1 + ... + tm−2vm−1 + tm−1

n vn ∈

cone+(F (xn)− y0)};

(iv) {y ∈ Y |∃tn → 0+,∃xn
F→ x0,∃yn ∈ cone+(F (xn)− y0), lim

n→∞
1

tm−1
n

(yn − v1 −

...− tm−2
n vm−1) = y};

(v)
⋂
ε>0

⋂
α>0
β>0

⋃
0<t≤α

‖x−x0‖≤β

[
1

tm−1
(cone+(F (x)− y0)− v1 − ...− tm−2vm−1) + εBY ];

(vi)
⋂
α>0
β>0

cl
⋃

0<t≤α
‖x−x0‖≤β

1

tm−1
[cone+(F (x)− y0)− v1 − ...− tm−2vm−1].

Recall that a subset S in a linear space is called star-shaped at x0 ∈ S if, for

all x ∈ S and α ∈ [0, 1], (1− α)x0 + αx ∈ S. A set-valued mapping H : X → 2Y

between two linear spaces is said to be star-shaped at x0 ∈ S on the star-shaped

at x0 subset S ⊆ domH if, for all x ∈ S and α ∈ [0, 1],

(1− α)H(x0) + αH(x) ⊆ H((1− α)x0 + αx).

If C ⊆ Y is a cone (not necessarily convex) and we have, for all x ∈ S and

α ∈ [0, 1],

(1− α)H(x0) + αH(x) ⊆ H((1− α)x0 + αx) + C,
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we say that H is C-star-shaped at x0. When X and Y are normed, F : X → 2Y

is called pseudo-convex at (x0, y0) ∈ grF if epiH ⊆ (x0, y0) + TepiF (x0, y0). We

have some useful properties under convexity assumptions as follows.

Proposition 2.3

(i) If F is star-shaped at x0, then

V 1(F, x0, y0) = W 1(F, x0, y0).

(ii) If we assume more that F is locally convex at (x0, y0) then these variational

sets are convex.

Proof. (i) Because we always have V m(Fi, x0, y0, v1, ..., vm−1) ⊆ Wm(Fi, x0, y0, v1, ..., vm−1)

for all m, we need to check only the reverse containment for m = 1. Let v belong

to the right-hand side, i.e. there are xn
F→ x0, vn → v, yn ∈ F (xn) and hn > 0

such that vn = hn(yn − y0). It is clear that one can choose a sequence tn → 0+

such that tnhn → 0+. Then, for n large so that tnhn < 1,

y0 + tnvn ∈ F (x0) + tnhn(F (xn)− F (x0))

⊆ F (x0 + tnhn(xn − x0)) := F (xn).

This means v ∈ V 1(F, x0, y0).

(ii) Assume that vi ∈ W 1(F, x0, y0), i.e. there are xi,n
F→ x0, vi,n → vi,

yi,n ∈ F (xi,n) and hi,n > 0 such that vi,n = hi,n(yi,n − y0) for i = 1, 2. Then we

see that

v1,n + v2,n = (h1,n + h2,n)[(h1,ny1,n + h2,ny2,n)(h1,n + h2,n)−1 − y0]

lies in cone+(F (xn)− y0) for xn = (h1,nx1,n +h2,nx2,n)(h1,n +h2,n)−1, for all n, by

the assumed convexity. This means that the limit v1+v2 belongs to W 1(F, x0, y0).

¤
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Proposition 2.4 (See [1]). Let x0 ∈ S ⊆ domF and y0 ∈ F (x0). Assume

that

(i) S is star-shaped at x0 and F is C-star-shaped at (x0) on S; or

(ii) F is pseudoconvex at (x0, y0).

Then, ∀x ∈ S, F (x)− y0 ⊆ V 1(F+, x0, y0).

Therefore the following notion used later is a natural modification.

Definition 2.3. F : X → 2Y is said to be pseudoconvex of type 1 at (x0, y0) ∈
grF if, for all x ∈ domF , F (x) − y0 ⊆ V 1(F, x0, y0); and to be pseudoconvex of

type 2 at (x0, y0) if, for all x ∈ domF , F (x)− y0 ⊆ W 1(F, x0, y0).

3. Calculus of variational sets

3.1 Algebraic and set operations

As in section 2, let X and Y be real normed spaces and v1, ..., vm−1 ∈ Y.

Proposition 3.1 (Union Rule). Let Fi : X → 2Y , i = 1, ..., k, (x0, y0) ∈
k⋃

i=1

grFi and I(x0, y0) = {i | (x0, y0) ∈ grFi}. Then

(i) V m(
k⋃

i=1

Fi, x0, y0, v1, ..., vm−1) =
⋃

i∈I(x0,y0)

V m(Fi, x0, y0, v1, ..., vm−1);

(ii) Wm(
k⋃

i=1

Fi, x0, y0, v1, ..., vm−1) =
⋃

i∈I(x0,y0)

Wm(Fi, x0, y0, v1, ..., vm−1).

Proof. By the similarity we check only (i). Let y ∈
⋃

i∈I(x0,y0)

V m(Fi, x0, y0, v1, ..., vm−1),

i0 ∈ I(x0, y0) and y ∈ V m(Fi0 , x0, y0, v1, ..., vm−1). There exist sequences tn →

0+, xn

Fi0→ x0 and yn → y such that

y0 + tnv1 + ... + tm−1
n vm−1 + tmn yn ∈ Fi0(xn) ⊆

k⋃
i=1

Fi(xn)
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for all n. Hence y ∈ V m(
k⋃

i=1

Fi, x0, y0, v1, ..., vm−1).

Conversely, let y ∈ V m(
k⋃

i=1

Fi, x0, y0, v1, ..., vm−1). Then there exist sequences

tn → 0+, xn

∪k
i=1Fi−→ x0 and yn → y such that

y0 + tnv1 + ... + tm−1
n vm−1 + tmn yn ∈

k⋃
i=1

Fi(xn)

for all n. For i0 ∈ I(x0, y0) there exist subsequence denoted the same as the

supersequences, {xn} ∈ domFi0 and y0 + tnv1 + ... + tm−1
n vm−1 + tmn yn, which lies

entirely in Fi0(xn). Thus

y ∈ V m(Fi0 , x0, y0, v1, ..., vm−1) ⊆
⋃

i∈I(x0,y0)

V m(Fi, x0, y0, v1, ..., vm−1).

¤

We omit a similar proof of the following rule.

Proposition 3.2 (Intersection Rule).Let Fi : X → 2Y , i = 1, ..., n and

(x0, y0) ∈
n⋂

i=1

grFi. Then

(i) V m(
n⋂

i=1

Fi, x0, y0, v1, ..., vm−1) ⊆
n⋂

i=1

V m(Fi, x0, y0, v1, ..., vm−1);

(i) Wm(
n⋂

i=1

Fi, x0, y0, v1, ..., vm−1) ⊆
n⋂

i=1

Wm(Fi, x0, y0, v1, ..., vm−1).

Example 3.1 (Equality Fails for the Intersection Rule). Let X = Y = R,

F1, F2 : X → 2Y are defined by

F1(x) =

{
[−1, 1], if x = 0,

{0}, if x 6= 0,

F2(x) =

{ {0}, if x = 0,

[0, 1], if x 6= 0

and (x0, y0) = (0, 0). Then, V 1(F1, 0, 0) = W 1(F1, 0, 0) = R, V 1(F2, 0, 0) =

W 1(F2, 0, 0) = R+, W 1(F1 ∩ F2, 0, 0) = {0}, V 1(F1 ∩ F2, 0, 0) = W 1(F1 ∩

9



F2, 0, 0) = {0}. However,

V 1(F1, 0, 0) ∩ V 1(F2, 0, 0) = W 1(F1, 0, 0) ∩W 1(F2, 0, 0) = R+.

Example 3.2 (Equality Holds for the Intersection Rule). Let X = Y = R,

F1, F2 : X → 2Y are defined by

F1(x) =




{0}, if x < 0,

[−1, 1], if x = 0,

{1}, if x > 0,

F2(x) =

{
[−1, 0], if x = 0,

{1}, if x 6= 0,

and (x0, y0) = (0, 0). Then, V 1(F1, 0, 0) = W 1(F1, 0, 0) = W 1(F2, 0, 0) = R and

V 1(F2, 0, 0) = R−. For the intersection we have

(F1 ∩ F2)(x) =




∅, if x < 0,

[−1, 0], if x = 0,

{1}, if x > 0,

V 1(F1 ∩ F2, 0, 0) = R−, W 1(F1 ∩ F2, 0, 0) = R.

The following definition is needed for some further developments.

Definition 3.1. Let F : X → 2Y , (x0, y0) ∈ grF and v1, ..., vm−1 ∈ Y . If

the upper limit defining V m(F, x0, y0, v1, ..., vm−1) is a full limit, i.e. the upper

limit coincides with the lower limit, then this set is called a proto-variational set

of order m of type 1 of F at (x0, y0).

If the similar coincidence occurs for Wm we say that this set is a proto-

variational set of order m of type 2 of F at (x0, y0).

Proposition 3.3 (Sum Rule for V m).Let Fi : X → 2Y , x0 ∈ domF1

⋂
int

k⋂
i=2

domFi,

yi ∈ Fi(x0) and vi,1, ..., vi,m−1 ∈ Y for i = 1, ..., k. If Fi, i = 2, ...k have proto-

variational sets V m(Fi, x0, y0, vi,1, ..., vi,m−1), respectively, then
k∑

i=1

V m(Fi, x0, yi, vi,1, ..., vi,m−1) ⊆ V m(
k∑

i=1

Fi, x0,

k∑
i=1

yi,

k∑
i=1

vi,1, ...,

k∑
i=1

vi,m−1).
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Proof. Consider vi ∈ V m(Fi, x0, yi, vi,1, ..., vi,m−1), i = 1, ..., k. One finds se-

quences tn → 0+, xn
F1→ x0 and y1,n ∈ F1(xn) such that

lim
n→∞

1

tmn
(y1,n − y1 − tnv1,1 − ...− tm−1

n v1,m−1) = v1.

Since V m(Fi, x0, yi, vi,1, ..., vi,m−1), i = 2, ...k, are proto-variational sets and x0 ∈

intdomFi, there are yi,n ∈ Fi(xn), i = 2, ...k, for large n such that

lim
n→∞

1

tmn
(yi,n − yi − tnvi,1 − ...− tm−1

n vi,m−1) = vi.

Therefore,

lim
n→∞

1

tmn
(

k∑
i=1

yi,n −
k∑

i=1

yi − tn

k∑
i=1

vi,1 − ...− tm−1
n

k∑
i=1

vi,m−1) =
k∑

t=1

vi.

Since the left-hand side of the last equality belongs to the right-hand side of the

required inclusion, we are done. ¤

We cannot reduce the condition x0 ∈ domF1

⋂
int

k⋂
i=2

domFi to x0 ∈
k⋂

i=1

domFi

as illustrated by

Example 3.3. Let X = Y = R, x0 = y1 = y2 = 0 and F1, F2 : X → 2Y be

defined by

F1(x) =

{
R+, if x ≥ 0,

∅, if x < 0,

F2(x) =




R−, if x < 0,

{0}, if x = 0,

∅, if x > 0,

Then, V 1(F1, 0, 0) is a proto-variational set and

V 1(F1, 0, 0) + V 1(F2, 0, 0) = R,

V 1(F1 + F2, 0, 0) = R+.

Furthermore, the following example explains, unfortunately, that Wm does

not satisfy the rule similar to Proposition 3.3 even for m = 1. However, here a
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reverse containment is true for W 1. It is interesting that this reverse containment

holds for W 1 in a general case as shown in Proposition 3.4 below.

Example 3.4 Let X = Y = R , x0 = 0, y1 = 1, y2 = −1 and F1, F2 : X → 2Y

be defined by

F1(x) =

{ {1} if x = 0,

{0, 1} if x 6= 0,

F2(x) =

{
[−1, +∞) if x = 0,

R+ if x 6= 0.

Then

(F1 + F2)(x) = R+, ∀x ∈ R,

W 1(F1, x0, y1) = R−,

W 1(F2, x0, y2) = R+,

W 1(F1 + F2, x0, y1 + y2) = R+.

and we have a containment strict reverse to that asserted in Proposition 3.3,

although F2 has proto-variational set of order 1 of type 2 at (x0, y2). We also see

that this containment holds (not by chance, since the compactness required in

Proposition 3.4 below is satisfied).

Proposition 3.4 (Sum Rule for W 1).Let Fi : X → 2Y , (x0, yi) ∈ grFi and Fi

be compact at x0 for i = 1, ..., k. Then

k∑
i=1

W 1(Fi, x0, yi) ⊇ W 1(
k∑

i=1

Fi, x0,

k∑
i=1

yi).

Proof. For the sake of simplicity we discuss only the case k = 2 (the same is

for general k). Let y ∈ W 1(F1 + F2, x0, y1 + y2), xn
F1+F2−→ x0, yn → y, hn > 0 and

yn ∈ 1

hn

2∑
i=1

(Fi(xn)− yi)

12



for all n. Then there exists yi,n ∈ Fi(xn) such that

hnyn =
2∑

i=1

(yi,n − yi).

Since F1 and F2 are compact, there exist two subsequences (the subscripts of the

second one are taken among those of the first), denoted by the same notation

yi,n, which converge to yi, respectively, for i = 1, 2. Consequently, hn also tends

to some nonnegative number h and we have in the limit

y =
1

h
[(y1 − y1) + (y2 − y2)].

Observing that yi,n−yi ∈ Fi(xn)−yi for all n, which means yi−yi ∈ W 1(Fi, x0, yi),

and W 1(Fi, x0, yi) is a cone, the last equality completes the proof. ¤

Unfortunately, the similar rule is not true for V 1 as indicated by the example

below, which says also that the proto-variationality assumed in Proposition 3.3

cannot be dropped.

Example 3.5. Let X = Y = R, x0 = 0, y1 = 0, y2 = 1 and F1, F2 : X → 2Y

be defined by

F1(x) =

{
[0, 1], if x 6= 0,

{0}, if x = 0,

F2(x) =

{{0}, if x 6= 0,

{1}, if x = 0.

Then,

V 1(F1, 0, 0) = R+, V 1(F2, 0, 1) = {0},

(F1 + F2)(x) =

{
[0, 1], if x 6= 0,

{1}, if x = 0.

We see that V 1(F1 + F2, 0, 0 + 1) = R− is incomparable with the sum of the two

variational sets, although both F1 and F2 are compact at x0 as required for W 1

in Proposition 3.4. The inclusion of Proposition 3.3 does not hold as neither F1

nor F2 has a proto variational set of type 1 at (x0, y0).
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The following result can be validated similarly as Proposition 3.3.

Proposition 3.5 (Descartes Product).Let Fi : Xi → 2Yi , xi ∈ domFi, yi ∈

Fi(xi) and vi,1, ..., vi,m−1 ∈ Yi for i = 1, ..., k. Then

(i)
k∏

i=1

V m(Fi, xi, yi, vi,1, ..., vi,m−1)

⊇ V m(
k∏

i=1

Fi, (x1, ..., xk), (y1, ..., yk), (v1,1, ..., v1,m−1), ..., (vk,1, ..., vk,m−1)),

k∏
i=1

Wm(Fi, xi, yi, vi,1, ..., vi,m−1)

⊇ Wm(
k∏

i=1

Fi, (x1, ..., xk), (y1, ..., yk), (v1,1, ..., v1,m−1), ..., (vk,1, ..., vk,m−1));

(ii) if F2, .., Fk have proto-variational sets of type 1 and x0 ∈ domF1

⋂
int

k⋂
i=2

domFi,

then the containment for V m in (i) becomes equality.

The following example says that even for m = 1 the counterpart of Proposition

3.5 (ii) for W 1 is not true.

Example 3.6 Let X = Y = R, F1, F2 : X → 2Y are defined by

F1(x) =

{ {1}, if x 6= 0,

{0}, if x = 0,

F2(x) =

{ {0}, if x 6= 0,

{0, 1}, if x = 0.

Then, F2 has a proto-variational set of order 1 of type 2 at 0 and one has by

direct computations

(F1 × F2)(x1, x2) =





{(1, 0)}, if x1 6= 0, x2 6= 0,
{(1, 0), (1, 1)}, if x1 6= 0, x2 = 0,
{(0, 0)}, if x1 = 0, x2 6= 0,
{(0, 0), (0, 1)}, if (x1, x2) = (0, 0),

W 1(F1, 0, 0) = R+, W 1(F2, 0, 1) = R−,

W 1(F1 × F2, (0, 0), (0, 1)) = (R+ × {0}) ∪ ({0} × R−) ∪ {(y,−y) : y ≥ 0}.
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Hence, W 1(F1×F2, (0, 0), (0, 1)) is strictly included in W 1(F1, 0, 0)×W 1(F2, 0, 1).

Moreover, assertion (ii) is not a necessary condition even with m = 1 for the

equality to hold for both V 1 and W 1 as shown by the next result.

Proposition 3.6 (Descartes Product for V 1).Let Fi : Xi → 2Yi be star-shaped

at xi, xi ∈ domFi and yi ∈ Fi(xi) for i = 1, ..., k. Then

k∏
i=1

V 1(Fi, xi, yi) = V 1(
k∏

i=1

Fi, (x1, ..., xk), (y1, ..., yk)),

k∏
i=1

W 1(Fi, xi, yi) = W 1(
k∏

i=1

Fi, (x1, ..., xk), (y1, ..., yk)).

Proof. First, for V 1 we have to check only the inclusion ⊆. Let (z1, ..., zk) ∈
k∏

i=1

V 1(Fi, xi, yi). Then one has sequences 1 > ti,n → 0+, xi,n
Fi→ xi and yi,n ∈

Fi(xi,n) for i = 1, ..., k such that

lim
n→∞

zi,n := lim
n→∞

1

tmn
(yi,n − yi) = zi.

Setting tn = (
k∏

i=1

ti,n)(
k∑

i=1

ti,n)−1 one sees that, for i = 1, ..., k,

yi + tnzi,n = yi + tn
ti,n

(yi,n − yi)

∈ Fi(xi) + tn
ti,n

(Fi(xi,n)− Fi(xi))

⊆ Fi(xi + tn
ti,n

(xi,n − xi))

(the last inclusion is due to the star-shape of Fi). Now one obtains sequences

tn → 0+, xi,n := xi +
tn
ti,n

(xi,n − xi)
Fi→ xi and yi,n := yi + tnzi,n ∈ F (xi,n) for

i = 1, ..., k. This means (z1, ..., zk) ∈ V 1(
k∏

i=1

Fi, (x1, ..., xk), (y1, ..., yk)).

Now for W 1, by the definition of V 1,W 1; Proposition 3.5 (i) and Proposition

2.3 (i) one has

V 1(
k∏

i=1

Fi, (x1, ..., xk), (y1, ..., yk)) ⊆ W 1(
k∏

i=1

Fi, (x1, ..., xk), (y1, ..., yk))
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⊆
k∏

i=1

W 1(Fi, xi, yi) ⊆
k∏

i=1

V 1(Fi, xi, yi).

¤

The following example explains that the star-shape cannot be dispensed within

the preceding statement.

Example 3.7 Let X = Y = R, F1, F2 : X → 2Y are defined by

F1(x) =

{ {1}, if x 6= 0,

{0}, if x = 0,

F2(x) =

{{−1}, if x 6= 0,

{0}, if x = 0.

Then,

(F1 × F2)(x) =





{(1,−1)}, if x1 6= 0, x2 6= 0,
{(1, 0)}, if x1 6= 0, x2 = 0,
{(0,−1)}, if x1 = 0, x2 6= 0,
{(0, 0)}, if (x1, x2) = (0, 0),

W 1(F1, 0, 0) = R+, W 1(F2, 0, 0) = R−,

W 1(F1 × F2, (0, 0), (0, 0)) = (R+ × {0}) ∪ ({0} × R−) ∪ {(y,−y) : y ≥ 0}.

Hence, W 1(F1, 0, 0) × W 1(F2, 0, 0) is not included in W 1(F1 × F2, (0, 0), (0, 0)).

The reason is the lack of the required star-shape.

3.2 Compositions

For F : X → 2Y and G : Y → 2Z we have two compositions as follows

(G ◦ F )(x) =
⋃
{G(y)| y ∈ F (x)},

(G¤F )(x) =
⋂
{G(y)| y ∈ F (x)}.

Proposition 3.7 (Chain Rule for V m).Let F : X → 2Y , G : Y → 2Z , (x0, y0) ∈

grF, (y0, z0) ∈ grG and imF ⊆ domG.
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(i) If G is Lipschitz around y0 then, for u1 ∈ V 1(F, x0, y0), ..., um−1 ∈ V m−1(F, x0, y0, u1, ..., um−2)

and v1 ∈ DbG(y0, z0)(u1), ..., vm−1 ∈ Db(m−1)G(y0, z0, v1, ..., vm−2)(um−1),

we have

Db(m)G(y0, z0, u1, v1, ..., um−1, vm−1)(V
m(F, x0, y0, u1, ..., um−1))

⊆ V m(G ◦ F, x0, z0, v1, ..., vm−1).

(ii) If additionally F has a proto-variational set of order m of type 1 at (x0, y0),

then

DmG(y0, z0, u1, v1, ..., um−1, vm−1)(V
m(F, x0, y0, u1, ..., um−1))

⊆ V m(G ◦ F, x0, z0, v1, ..., vm−1).

(iii) If F is l.s.c. at (x0, y0) then V m(G¤F, x0, z0, v1, ..., vm−1) ⊆ V m(G, y0, z0, v1, ..., vm−1).

Proof. (i) Let z ∈ Db(m)G(y0, z0, u1, v1, ..., um−1, vm−1)(V
m(F, x0, y0, u1, ..., um−1)).

There exists v ∈ V m(F, x0, y0, u1, ..., um−1) such that z ∈ Db(m)G(y0, z0, u1, v1, ..., um−1, vm−1)(v).

Hence, for v, there exist tn → 0+, xn
F→ x0 and vn → v such that

y0 + tnu1 + ... + tm−1
n um−1 + tmn vn ∈ F (xn).

With tn above, for z there exists (vn, zn) → (v, z) such that

z0 + tnvn + ... + tm−1
n vm−1 + tmn zn ∈ G(y0 + tnu1 + ... + tm−1

n um−1 + tmn vn).

Since G is Lipschitz around y0, for large n one has l > 0 such that

G(y0 + tnu1 + ... + tm−1
n um−1 + tmn vn)

⊆ G(y0 + tnu1 + ... + tm−1
n um−1 + tmn vn) + l‖tmn (vn − vn)‖BZ .

Consequently, there exists b ∈ BZ such that

z0 + tnv1 + ... + tm−1
n vm−1 + tmn [zn − l‖vn − vn‖b] ∈ (G ◦ F )(xn)
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and zn − l‖vn − vn‖b → z. Thus z ∈ V m(GoF, x0, z0, v1, ..., vm−1).

(ii) Let z ∈ D(m)G(y0, z0, u1, v1, ..., um−1, vm−1)(V
m(F, x0, y0, u1, ..., um−1)). Then

there exists v ∈ V m(F, x0, y0, u1, ..., um−1) such that z ∈ D(m)G(y0, z0, u1, v1, ..., um−1, vm−1)(v).

Since V m(F, x0, y0, u1, ..., um−1) is a proto-variational set of F of order m of type

1 at (x0, y0), for all sequences tn → 0+ and xn
F→ x0, there exists a sequence

vn → v such that

y0 + tnu1 + ... + tm−1
n um−1 + tmn vn ∈ F (xn).

as z ∈ D(m)G(y0, z0, u1, v1, ..., um−1, vm−1)(v), there exists tn → 0+ and (vn, zn) →

(v, z) satisfying

z0 + tnvn + ... + tm−1
n vm−1 + tmn zn ∈ G(y0 + tnu1 + ... + tm−1

n + tmn vn).

The rest of the proof is the same as for (i).

(iii) Let w ∈ V m(G¤F, x0, z0, v1, ..., vm−1). Then there exist sequences tn →

0+, xn
G¤F→ x0 and wn → w such that, for all n,

z0 + tnv1 + ... + tm−1
n vm−1 + tmn wn ∈ (G¤F )(xn),

that is, for all yn ∈ F (xn),

z0 + tnv1 + ... + tm−1
n vm−1 + tmn wn ∈ G(yn).

Since F is lsc and y0 ∈ F (x0), xn → x0, there exists yn ∈ F (xn) such that yn → y0.

Hence

z0 + tnv1 + ... + tm−1
n vm−1 + tmn wn ∈ G(yn),

i.e. w ∈ V m(G, y0, z0, v1, ..., vm−1). ¤

Proposition 3.8 (Chain Rule for Wm).Let F : X → 2Y , G : Y → 2Z , (x0, y0) ∈
grF, (y0, z0) ∈ grG and imF ⊆ domG.
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(i) If F is star-shaped at x0 and G is Lipschitz around y0, then

DbG(y0, z0)[W
1(F, x0, y0)] ⊆ DG(y0, z0)[W

1(F, x0, y0)] ⊆ V 1(G ◦ F, x0.z0).

(ii) If F is l.s.c. at (x0, y0) then

Wm(G¤F, x0, z0, v1, ..., vm−1) ⊆ Wm(G, y0, z0, v1, ..., vm−1).

Proof. (i) The first inclusion is obvious. For the second one let v ∈ DG(y0, z0)(u)

with u ∈ W 1(F, x0, y0). Then, for u there exist sequences xn
F→ x0, un → u,

hn > 0 and yn ∈ F (xn) such that un = hn(yn − y0) for each n. For v one has

sequences tn → 0+ and (an, bn) → (u, v) such that z0 + tnbn ∈ G(y0 + tnan) for

all n. We extract a subsequence of tn by putting ts = tns , where

n1 = min{n ∈ N | tnh1 < 1}, ...,

ns = min{n ∈ ns−1 + N | tnhs < 1}.

We also use the corresponding subsequences as = ans and bs = bns . In virtue of

the assumed star-shapedness one has

y0 + tnun = y0 + tnhn(yn − y0)

∈ F (x0) + tnhn(F (xn)− F (x0)) ⊆ F (x0 + tnhn(xn − x0)) := F (xn).

By the Lipschitz continuity of G, there exists L > 0 such that, for n large enough,

z0 + tnbn ∈ G(y0 + tnan) ⊆ G(y0 + tnun) + Ltn‖an − un‖BZ

⊆ (G ◦ F )(xn) + Ltn‖an − un‖BZ .

Hence, for some b ∈ BZ and all n,

z0 + tn(bn − L‖an − un‖b) ∈ (G ◦ F )(xn).

Therefore, v ∈ V 1(G ◦ F, x0, z0), as bn − L‖an − un‖b → v.

(ii) It is analogous to the proof of (iii) of Proposition 3.7. ¤
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For a special case where G = g is single-valued we have the following chain

rule of first and second orders, which provides relations between direct images of

variational sets of first and second orders and the corresponding variational sets

of the images of the mappings in question.

Proposition 3.9 (Composition with Differentiable Map).Let F : X → 2Y , (x0, y0) ∈

grF , g : Y → Z be differentiable at y0.

(i) cl [
⋃

y∈g−1(z)∩F (x) g′(y)V 1(F, x, y)] ⊆ V 1(g ◦ F, x, z).

(ii) If g′′(y0) exists then, for all v1 ∈ Y ,

g′(y0)[V
2(F, x0, y0, v1)] ⊆ V 2(g ◦ F, x0, g(y0), g

′(y0)v1)− 1

2
g′′(y0)(v1, v1).

Proof. (i) Let v ∈ V 1(F, x0, y0) and sequences tn → 0+, xn
F→ x0 and vn → v

satisfy y0 + tnvn ∈ F (xn) for all n. Then g(y0 + tnvn) ∈ (g ◦F )(xn). On the other

hand,

g(y0 + tnvn) = g(y0) + tn(g′(y0)vn +
0(tn)

tn
).

Hence g′(y0)v ∈ V 1(g ◦ F, x0, g(y0)). Since the latter object is a closed cone, we

arrive at the required inclusion.

(ii) Let v2 ∈ V 2(F, x0, y0, v1), tn → 0+, xn
F→ x0 and v2n → v2 be such that,

for all n, y0 + tnv1 + t2nv2n ∈ F (xn) and hence

g(y0 + tnv1 + t2nv2n) ∈ (g ◦ F )(xn).

By the Taylor expansion,

g(y0 + tnv1 + t2nv2n) = g(y0)+ tng
′(y0)v1 + t2n

[
1

2
g′′(y0)(v1, v1) + g′(y0)v2n + ϑ(tn)] .

Therefore,

1

2
g′′(y0)(v1, v1) + g′(y0)v2 ∈ V 2(g ◦ F, x0, z0, g

′(y0)v1).

¤
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The inclusion in Proposition 3.9 (i) becomes equality under lower semiconti-

nuity and calmness assumptions as follows.

Proposition 3.10 (Equality in Composition with Differentiable Map).Let Y

be finite dimensional, F : X → 2Y , (x0, y0) ∈ grF and g : Y → Z. Assume that

(i) F is l.s.c. at (x0, y0);

(ii) g is differentiable at y0;

(iii) the map g−1 : (g ◦F )(x0) → 2F (x0) defined by z 7→ g−1(z)∩F (x0) satisfies

the calmness property: for some l > 0 and all z in a neighborhood of g(y0),

d(y0, g
−1(z) ∩ F (x0)) ≤ ‖z − g(y0)‖.

Then

cl(g′(y0)V
1(F, x0, y0)) = V 1(g ◦ F, x0, g(y0)).

Proof. We need to prove only g′(y0)V
1(F, x0, y0) ⊇ V 1(g ◦ F, x0, g(y0)). For

y ∈ V 1(g ◦ F, x0, g(y0)), there exist sequences tn → 0+, xn
g◦F→ x0, vn → y such

that g(y0) + tnvn ∈ g ◦ F (xn) for all n. By the calmness assumption, for large n,

d(y0, g
−1(zn) ∩ F (x0)) ≤ l‖zn − f(y0)‖.

Hence, for ε > 0, there is yn ∈ g−1(zn) ∩ F (x0) such that, for un := 1
tn

(yn − y0),

‖un‖ ≤ (l + ε)‖vn‖.

Therefore, we have a subsequence, denoted also by un, which converges to some

u. This results in u ∈ V 1(F, x0, y0), since by the lower semicontinuity of F one

has, for large n,

y0 + tnun = yn ∈ g−1(g ◦ F )(xn))
⋂

F (x0) ⊆ F (xn).

Observing that vn = 1
tn

(g(y0 + tnun) − g(y0)) tends to g′(y0)u we conclude y ∈

f ′(y0)V
1(F, x0, y0), since we know that vn → v. ¤
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For a more specific case of Propositions 3.9 and 3.10 where g ∈ L(Y, Z), we

have similar results for all m ∈ N, not only for m = 1, as follows.

Proposition 3.11 (Composition with Linear Continuous Map).Let F : X →

2Y , x ∈ domF and g ∈ L(Y, Z). Then

(i) for any m ∈ N there holds

cl[
⋃

y∈g−1(z)∩F (x)

g(V m(F, x, y, v1, ..., vm−1))] ⊆ V m(g◦F, x, z, g(v1), ..., g(vm−1)).

If additionally F is pseudoconvex of type 1 at (x0, y0) ∈grF , then one has

equality for m = 1;

(ii) for all m ∈ N one has

cl[
⋃

y∈g−1(z)∩F (x)

g(Wm(F, x, y, v1, ..., vm−1))] ⊆ Wm(g◦F, x, z, g(v1), ..., g(vm−1)).

If additionally F is pseudoconvex of type 1 at (x0, y0) ∈ grF , then one has

equality for m = 1.

Proof. (i) For each y ∈ g−1(z) ∩ F (x) we have

g[V m(F, x, y, v1, ..., vm−1)] = g

[
lim sup

x′ F→x, t→0+

1

tm
(F (x)− y − tv1 − ...− tm−1vm−1)]

⊆ lim sup
x′ F→x, t→0+

1

tm
((g ◦ F )(x)− z − tg(v1)− ...− tm−1g(vm−1))

= V m(g ◦ F, x, g(y0), g(v1), ..., g(vm−1))

(the inclusion is due to Theorem 4.26 of [7] and the linearity of g). By the

closedness of the variational set we are done.

If F is pseudoconvex of type 1 at (x0, y0) and xn ∈ domF , for y ∈ V 1(g ◦

F, x0, g(y0)), there exist tn → 0+, xn
F→ x0 and yn → y such that

g(y0) + tnyn ∈ (g ◦ F )(xn) ⊆ g(V 1(F, x0, y0)) + g(y0).

22



Hence,

yn ∈ 1

tn
g(V 1(F, x0, y0) ⊆ g(V 1(F, x0, y0))

and thus y ∈ g[V 1(F, x0, y0)].

(ii) The assertion for Wm can be checked by Theorem 4.26 of [7] as for V m

but we give a simple direct proof. Let y ∈ Wm(F, x0, y0, v1, ..., vm−1) and x
F→

x0, tn → 0+ and yn → y with

v1 + ... + tm−2
n vm−1 + tm−1

n yn ∈ cone+(F (xn)− y0).

for all n. By the linearity of g one has

g(v1) + ... + tm−2
n g(vm−1) + tm−1

n g(yn) ∈ cone+[(g ◦ F )(xn)− g(y0)].

Therefore, g(y) ∈ Wm(g ◦F, x0, g(y0), g(v1), ..., g(vm−1)). The pseudoconvex case

is proved similarly as in (i). ¤

In the case where Y is finite dimensional, for m = 1 we can obtain the equality

in the conclusion of the preceding proposition under a condition on ker(g) (the

null space of g) instead of the pseudoconvexity assumption. We need the following

definition of the horizon upper limit of F : X → Y in [7]

limsup∞
x

F→x0

F (x) = {y ∈ Y | ∃xn
F→ x0,∃λn → 0+,∃yn ∈ F (xn), λnyn → y}.

Proposition 3.12. Let F : X → 2Y , g ∈ L(Y, Z), x ∈ domF and z ∈ Z. Let

Y be finite dimensional and y ∈ g−1(z) ∩ F (x).

(i) If

ker(g)
⋂

limsup∞
x′ F→x, t→0+

1

t
(F (x′)− y) = {0},

then

cl[
⋃

y∈g−1(z)∩F (x)

g(V 1(F, x, y))] ⊆ V 1(g ◦ F, x, z).
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(ii) If

ker(g)
⋂

W 1(F, x, y) = {0},

then

cl[
⋃

y∈g−1(z)∩F (x)

g(W 1(F, x, y))] ⊆ W 1(g ◦ F, x, z).

Proof. We demonstrate only (i), since (ii) is similar and simpler. Only the

containment ⊇ needs to be considered. Let u belong to the right-hand side,

i.e. for some sequences tn → 0+, xn
F→ x, un → u and yn ∈ g(yn) one has

z + tnun ∈ g(yn) for all n. Set vn = 1
tn

(yn − y). If {vn} is bounded then one can

assume that vn tends to some v, which satisfies v ∈ V 1(F, x, y) and g(v) = u as

required. So it remains to check this boundedness. Suppose ‖vn‖ → ∞ and set

vn = vn

‖vn‖ which is assumed to have a limit v with norm one. Then g(v) = 0.

Furthermore v ∈ limsup∞
x′ F→x, t→0+

1
t
(F (x′)− y), which is impossible. ¤

For the following special case equality holds for m = 1 without any assump-

tion.

Corollary 3.13. Let F : X → 2Y , (x0, y0) ∈ grF and λ ∈ R.

(i) λV m(F, x0, y0, v1, ..., vm−1) ⊆ V m(λF, x0, λy0, λv1, .., λvm−1). The equality

always holds for m = 1.

(i) λWm(x0, y0, v1, ..., vm−1) ⊆ Wm(λF, x0, λy0, λv1, .., λvm−1). The equality al-

ways holds for m = 1.

For scaling only the directions v1, ..., vm−1 we easily demonstrate by definition

the following rule.

Proposition 3.14 (Scaling the Directions). Let F : X → 2Y , (x0, y0) ∈

grF, λ > 0 and v1, ..., vm−1 ∈ Y . Then
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(i) V m(F, x0, y0, λv1, ..., λ
m−1vm−1) = λmV m(F, x0, y0, v1, ..., vm−1);

(ii) Wm(F, x0, y0, v1, ..., λ
m−2vm−1) = λm−1Wm(F, x0, y0, v1, ..., vm−1).

3.3 More calculus

Now we analyze calculus rules for the following operations.

Definition 3.7 (See [8])

(i) For F1, F2 : X → 2R
m

the inner product 〈F1, F2〉 of F1 and F2 is the multi-

function 〈F1, F2〉 : X → 2R defined by

〈F1, F2〉(x) =
⋃

y1∈F1(x),y2∈F2(x)

〈y1, y2〉.

(ii) For F1, F2 : X → 2R
m

the outer product F1 ¦ F2 of F1 and F2 is the multi-

function F1 ¦ F2 : X → 2Mm defined by

(F1 ¦ F2)(x) =
⋃

y1∈F1(x),y2∈F2(x)

y1 ¦ y2,

where Mm is the space of the m×m-matrices and y1¦y2 is the outer product

defined after Definition 3.7.

(iii) For F1, F2 : X → 2R the fraction F1/F2 has the values

(F1/F2)(x) =
⋃

y1∈F1(x),y2∈F2(x)

{y1/y2, y2 6= 0}.

(iv) For F1, F2 : X → 2R the maximum F1 ∨ F2 of F1 and F2 is a multifunction

defined by

(F1 ∨ F2)(x) = {z ∈ R | ∃y1 ∈ F1(x),∃ y2 ∈ F2(x) : max{y1, y2} = z}.

(v) For F1, F2 : X → 2R the minimum F1 ∧ F2 has the values

(F1 ∧ F2)(x) = {z ∈ R | ∃y1 ∈ F1(x),∃ y2 ∈ F2(x) : min{y1, y2} = z}.
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We recall that, for u, v ∈ Rm, the outer product is the m×m-matrix

u ¦ v =




u1v1 u1v2 . . . u1vm

u2v1 u2v2 . . . u2vm
...

...
. . .

...
umv1 umv2 . . . umvm


 .

Proposition 3.15 (Inner Product Rule).Let x0 ∈ domF1 ∩ intdomF2 and

z0 ∈ 〈F1, F2〉(x0) with z0 = 〈y1, y2〉 for y1 ∈ F1(x0) and y2 ∈ F2(x0).

(i) If F2 has proto-variational set V 1(F2, x0, y2), then

〈y1, V
1(F2, x0, y2)〉+ 〈y2, V

1(F1, x0, y1)〉 ⊆ V 1(〈F1, F2〉, x0, z0).

(ii) If F2 has proto-variational set V 2(F2, x0, y2, v
1
2), then

〈y1, V
2(F2, x0, y2, v

1
2)〉+ 〈y2, V

2(F1, x0, y1, v
1
1)〉

⊆ V 2(〈F1, F2〉, x0, z0, 〈y1, v
1
2〉+ 〈y2, v

1
1〉)− 〈v1

1, v
1
2〉.

Proof. If v1
1 = v1

2 = 0, (ii) collapses to (i). To demonstrate (ii) assume that

v2
1 ∈ V 2(F1, x0, y1, v

1
1) and v2

2 ∈ V 2(F2, x0, y2, v
1
2). For v2

1 there exist sequences

tn → 0+, xn
F1→ x0 and v1,n → v2

1 such that y1 + tnv1
1 + t2nv1,n ∈ F1(xn) for all

n. For v2
2 and the above sequences tn and xn, there exists v2,n → v2

2 such that

y2 + tnv1
2 + t2nv2,n ∈ F2(xn). Therefore, for all n, the following number is in

〈F1, F2〉(xn)

〈y1 + tnv1
1 + t2nv1,n, y2 + tnv

1
2 + t2nv2,n〉 = 〈y1, y2〉 + tn[〈y1, v

1
2〉 + 〈y2, v

1
1〉] +

t2n[〈y1, v2,n〉+ 〈y2, v1,n〉+ 〈v1
1, v

1
2〉+ tn(〈v1

1, v2,n〉+ 〈v1,n, v1
2〉) + t2n〈v1,n, v2,n〉].

Since

〈y1, v2,n〉+ 〈y2, v1,n〉+ 〈v1
1, v

1
2〉+ tn(〈v1

1, v2,n〉+ 〈v1,n, v1
2〉) + t2n〈v1,n, v2,n〉

tends to 〈y1, v
2
2〉+ 〈y2, v

2
1〉+ 〈v1

1, v
1
2〉, one has

〈y1, v
2
2〉+ 〈y2, v

2
1〉 ∈ V 2(〈F1, F2〉, x0, z0, 〈y1, v

1
2〉+ 〈y2, v

1
1〉)− 〈v1

1, v
1
2〉.

¤
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Remark 3.1. Set M : X × R → 2R
2m

by M(x, z) = {(y1, y2) ∈ R2m | y1 ∈

F1(x), y2 ∈ F2(x) : 〈y1, y2〉 = z}. Assertion (i) of Proposition 3.15 becomes

cl[
⋃

(y1,y2)∈M(x0,z0)

{〈y1, V
1(F2, x0, y2)〉+ 〈y2, V

1(F1, x0, y1)〉
}
] ⊆ V 1(〈F1, F2〉, x0, z0).

Since the outer product possesses clearly the same properties as those of the

inner product: (u + v) ¦ w = (u ¦ w) + (v ¦ w) and (tu) ¦ v = t(u ¦ v) for t ∈ R

(but instead of the commutative property we have u ¦ w = (w ¦ u)t), we obtain

the following rule (and a counterpart of Remark 3.1).

Proposition 3.16 (Outer Product Rule).Let x0 ∈ domF1 ∩ intdomF2 and

z0 ∈ F1 ¦ F2(x0) with z0 = y1 ¦ y2 for y1 ∈ F1(x0) and y2 ∈ F2(x0).

(i) If F2 has proto-variational set V 1(F2, x0, y2), then

y1 ¦ V 1(F2, x0, y2) + V 1(F1, x0, y1) ¦ y2 ⊆ V 1(F1 ¦ F2, x0, z0).

(ii) If F2 has proto-variational set V 2(F2, x0, y2, v
1
2), then

y1 ¦ V 2(F2, x0, y2, v
1
2) + V 2(F1, x0, y1, v

1
1) ¦ y2

⊆ V 2(F1 ¦ F2, x0, z0, y1 ¦ v1
2 + v1

1 ¦ y2)− v1
1 ¦ v1

2.

Proposition 3.17 (Quotient Rule).Let x0 ∈ domF1 ∩ intdomF2, z0 ∈ F1/F2

and z = y1/y2 for y1 ∈ F1(x0) and y2 ∈ F2(x0). If F2 has proto-variational set

V 1(F2, x0, y2), then

1

y2
2

(y2V
1(F1, x0, y1)− y1V

1(F2, x0, y2)) ⊆ V (F1/F2, x0, z0).

Proof. Let v1 ∈ V 1(F1, x0, y1) and v2 ∈ V 1(F2, x0, y2). For v1 there exist tn →

0+, xn
F1→ x0 and v1,n → v1 such that y1 + tnv1,n ∈ F1(xn) for all n. For v2 and the

above sequences tn and xn, there exists v2,n → v2 such that y2 + tnv2,n ∈ F2(xn).

Assume (by using a subsequence if necessary) that y2 + tnv2,n 6= 0 for all n. Then,

y1 + tnv1,n

y2 + tnv2,n

=
y1

y2

+ tn

[
v1,ny2 − v2,ny1

y2
2 + tnv2,ny2

]
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belongs to (F1/F2)(xn) and

v1,ny2 − v2,ny1

y2
2 + tnv2,ny2

→ y2v1 − y1v2

y2
2

.

Therefore,

1

y2
2

(y2v1 − y1v2) ∈ V 1(F1/F2, x0, z0).

¤

Corollary 3.18 (Reciprocal Rule).Let F : X → 2R and 1
z0
∈ F (x0). Then

−z2
0V

1(F, x0, 1/z0) ⊆ V 1(1/F, x0, z0).

Remark 3.2. If we define M : X × R→ 2R
2

by

M(x, z) := {(y1, y2) ∈ R2 | y1 ∈ F1(x), y2 ∈ F2(x) : y1/y2 = z},

then the inclusion in Proposition 3.17 is equivalent to

cl[
⋃

(y1,y2)∈M(x0,z0)

1

y2
2

(y2V
1(F1, x0, y1)− y1V

1(F2, x0, y2))] ⊆ V 1(F1/F2, x0, z0).

Proposition 3.19 (Maximum Rule).Let x0 ∈ domF1 ∩ intdomF2 and z =

max{y1, y2} for y1 ∈ F1(x0) and y2 ∈ F2(x0). If F2 has proto-variational set

V 1(F2, x0, y2), then

αV 1(F1, x0, y1) + βV 1(F2, x0, y2) + γ(V 1(F1, x0, y1) ∨ V 1(F2, x0, y2))

⊆ V 1(F1 ∨ F2, x0, z0),

where



α = 1, β = γ = 0, if y1 > y2,
β = 1, γ = α = 0, if y2 > y1,
γ = 1, α = β = 0, if y1 = y2.
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Proof. Let v1 ∈ V 1(F1, x0, y1), v2 ∈ V 1(F2, x0, y2) and tn → 0+, xn
F1→ x0,

v1,n → v1, v2,n → v2 such that y1 + tnv1,n ∈ F1(xn) and y2 + tnv2,n ∈ F2(xn) for

all n. Then,

max{y1 + tnv1,n, y2 + tnv2,n} ∈ (F1 ∨ F2)(xn).

We rewrite the left-hand side as follows

max{y1 + tnv1,n, y2 + tnv2,n}

= max{y1, y2}+ max{y1 + min{−y1,−y2}+ tnv1,n, y2 + min{−y1,−y2}+ tnv2,n}

= max{y1, y2}+ tn max{min{0, y1 − y2

tn
}+ v1,n, min{y2 − y1

tn
, 0}+ v2,n}

:= max{y1, y2}+ tnwn.

We have three cases. If y1 > y2, then

min{0, y1 − y2

tn
}+ v1,n → v1,

min{0, y2 − y1

tn
}+ v2,n → −∞.

Hence wn → v1. Similarly, if y2 > y1, one has wn → v2. If y1 = y2, then

max{lim v1,n, lim v2,n} → max{v1, v2}.

By the definition of V 1(F1 ∨ F2, x0, z0) we are done. ¤

Similarly we have

Proposition 3.20 (Minimum Rule).Let x0 ∈ domF1 ∩ intdomF2 and z =

min{y1, y2} for y1 ∈ F1(x0) and y2 ∈ F2(x0). If F2 has proto-variational set

V 1(F2, x0, y2), then

αV 1(F1, x0, y1) + βV 1(F2, x0, y2) + γ(V 1(F1, x0, y1) ∧ V 1(F2, x0, y2))

⊆ V 1(F1 ∧ F2, x0, z0),

where
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



α = 1, β = γ = 0, if y1 < y2,
β = 1, γ = α = 0, if y2 < y1,
γ = 1, α = β = 0, if y1 = y2.

Remark 3.3. Define M1,M2 : X × R→ 2R
2

by

M1(x, z) := {(y1, y2) ∈ R2 | y1 ∈ F1(x), y2 ∈ F2(x) : max{y1, y2} = z},

M2(x, z) := {(y1, y2) ∈ R2 | y1 ∈ F1(x), y2 ∈ F2(x) : min{y1, y2} = z}.

Then, the inclusions asserted in Propositions 3.19 and 3.20 are rewritten equiva-

lently as follows

(i) cl[
⋃

(y1,y2)∈M1(x0,z0)

{
αV 1(F1, x0, y1) + βV 1(F2, x0, y2) + γ(V 1(F1, x0, y1) ∨ V 1(F2, x0, y2))

}
]

⊆ V 1(F1 ∨ F2, x0, z0);

(ii) cl[
⋃

(y1,y2)∈M2(x0,z0)

{
αV 1(F1, x0, y1) + βV 1(F2, x0, y2) + γ(V 1(F1, x0, y1) ∧ V 1(F2, x0, y2))

}
]

⊆ V 1(F1 ∧ F2, x0, z0).

4. Applications: optimality conditions in nons-

mooth vector optimization

Unlike the scalar case, in vector optimization there are a variety of concepts

of solutions; all of them are significant to extents. Pareto and weak efficient

solutions have been most investigated in the literature. Recently, we also con-

tributed to considerations of ideal and firm (called also strict) solutions [9-12].

A common observation is that ideal solutions are too rare and sets of weak and

Pareto solutions are rather large and some of these solutions may have abnormal

properties. Hence, a number of notions of proper solutions (known also as proper

efficiency) have been playing important roles. For treatments and comparisons

of various proper efficiencies see e.g. [6, 13, 14, 15, 16]. In [16] the definition of
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D-efficiency is proposed to include many kinds of known proper efficiencies, with

D being a family of the so-called dilating cones. Very recently, [6] introduced

Q-minimality notion to contain not only more kinds of proper efficiency but also

the weak and ideal solutions. In this section we discuss optimality conditions for

the Benson properness, as an example of the known kinds of proper efficiency,

and the Q-minimality, as a very general optimality notion. Let X, Y and Z be a

normed spaces; C ⊆ Y and D ⊆ Z closed, pointed convex cones with nonempty

interior; and F : X → 2Y , G : X → 2Z . Our vector optimization problem is

(P) minF (x), s.t. G(x) ∩ −D 6= ∅.

Set A := {x ∈ X : G(x) ∩ −D 6= ∅} (the feasible set) and F (A) :=
⋃

x∈A

F (x).

Recall that [5], for x0 ∈ A and y0 ∈ F (x0), (x0, y0) is called local Benson-proper

solution (or local Benson-properly efficient pair) of (P) if there exists U ∈ U(x0)

such that

clcone(F (U ∩ A) + C − y0) ∩ −C = {0}.

Let Q ⊆ Y be an arbitrary nonempty open cone (not necessarily convex) different

from Y . We say that (x0, y0) is a local Q-minimal solution (or local Q-minimal

pair) of (P), see [6], if there exists U ∈ U(x0) such that

(F (U ∩ A)− y0) ∩ −Q = ∅.

Since Q is not required to be convex, Q-minimality includes additionally many

notions of efficiency such as the ideal efficiency, the Hurwicz and Benson proper

efficiencies, see [6]. The following fact is often used in this section.

Lemma 4.1. Let Q ⊆ X be an open cone, not necessarily convex, x0 ∈ bdQ,

x ∈ intcone(Q− x0), sn → 0+ and 1
sn

(xn − x0) → x. Then xn ∈ Q for large n.
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Proof. Take an open neighborhood U of x, contained in cone(Q − x0), of the

form {λ(q − x0)| q ∈ Q1, λ ∈ (λ1, λ2)}, where Q1 ⊆ Q is open and bounded and

λ1, λ2 > 0. Then, cone+U = {λ(q − x0)|λ > 0, q ∈ Q1} ⊆ cone(Q− x0).

Suppose there is a subsequence, denoted also by {xn}, with xn 6∈ Q for all n .

Then xn−x0 6∈ cone+U for all n. On the other hand, we must have 1
sn

(xn−x0) ∈ U

and then xn − x0 ∈ cone+U , for all n, a contradiction. ¤

4.1. Optimality conditions for Benson-proper efficiency

Theorem 4.1. Let (x0, y0) be a local Benson-proper solution of problem (P)

and z0 ∈ G(x0) ∩ −D. Assume that either C has a weakly compact base and

F+(A) is convex or C has a compact base. Then the following assertions hold.

(i) There exists a closed convex pointed cone S such that C \ {0} ⊆ intS and

clcone(F (U ∩ A) + C − y0) ∩ −intS = ∅.

(ii) The following separations hold

(ii1) V 1((F,G)+, x0, (y0, z0)) ∩ −int(S ×D(z0)) = ∅;

(ii2) if (u1, v1) ∈ V 1((F, G)+, x0, (y0, z0)) ∩ −bd(S ×D(z0)),

(u2, v2) ∈ V 2((F, G)+, x0, (y0, z0), (u1, v1)) ∩ −bd(S(u1)×D(z0)), ...,

(um−1, vm−1) ∈ V m−1((F, G)+, x0, (y0, z0), (u1, v1), ..., (um−2, vm−2))

∩ − bd(S(u1)×D(z0)),m ≥ 2, then

V m((F,G)+, x0, (y0, z0), (u1, v1), ..., (um−1, vm−1))∩−int(S(u1)×D(z0)) = ∅. (1)

Proof. (i) See [17].

(ii) If (u1, v1) = ... = (um−1, vm−1) = (0, 0), assertion (ii2) collapses to (i1).

Hence, it suffices to demonstrate (ii2). Suppose there exists (y, z) in the left-hand
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side of (1). Then, there are xn
(F,G)→ x0, tn → 0+ and (yn, zn) ∈ (F, G)(xn)+C×D

such that

1

t2n

(
(yn, zn)− (y0, z0)− tn(u1, v1)− ...− tm−1

n (um−1, vm−1)
) → (y, z),

Consequently, one has αi ≥ 0 and hi ∈ S such that ui = −αi(hi + u1) and

1

tmn
(yn − y0 − tnu1 − ...− tm−1

n um−1) =
1

tmn
(yn − y0 − tnu1 +

m−1∑
i=2

αit
i
n(hi + u1))

=




yn − y0 +
m−1∑
i=2

αit
i
nhi

tn(1−
m−1∑
i=2

αiti−1
n )

− u1




1−
m−1∑
i=2

αit
i−1
n

tm−1
n

→ y.

By virtue of Lemma 4.1, for n large enough, we have

yn − y0 +
m−1∑
i=2

αit
i
nhi ∈ −intS

and hence

yn − y0 ∈ −intS.

Similarly, for i = 1, ..., m − 1 as vi ∈ −cone(D + z0) there are βi ≥ 0 and

di ∈ D with vi = −βi(di + z0). Therefore,

1

tmn
(zn − z0 − tnv1 − ...− tm−1

n vm−1) =
1

tmn
(zn − z0 −

m−1∑
i=1

βit
i
n(di + z0))

=




zn +
m−1∑
i=1

βit
i
ndi

1−
m−1∑
i=1

βitin

− z0




1−
m−1∑
i=1

βit
i
n)

tmn
→ z.

Using again Lemma 4.1 yields zn ∈ −intD. On the other hand, there exist

(yn, zn) ∈ (F, G)(xn) and (cn, dn) ∈ C ×D such that

(yn, zn) = (yn, zn) + (cn, dn).

Hence, for sufficiently large n that yn + cn − y0 ∈ −intS and zn + dn ∈ −intD

contradicting (i). ¤
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Similarly one has the corresponding result using Wm as follows.

Theorem 4.2. Assume that (x0, y0) is a local Benson-properly efficient pair

of problem (P), z0 ∈ G(x0) ∩ −D and either C has a weakly compact base and

F+(A) is convex or C has a compact base. Then the following assertions hold.

(i) There exists a closed convex pointed cone S such that C \ {0} ⊆ intS and

clcone(F (U ∩ A) + C − y0) ∩ −intS = ∅.

(ii) The following separations hold

(ii1) W 1((F,G)+, x0, (y0, z0)) ∩ −int(S ×D) = ∅;

(ii2) if (u1, v1) ∈ W 1((F, G)+, x0, (y0, z0)) ∩ −bd(S ×D),

(u2, v2) ∈ W 2((F, G)+, x0, (y0, z0), (u1, v1)) ∩ −bd(S(u1)×D(v1)), ...,

(um−1, vm−1) ∈ Wm−1((F, G)+, x0, (y0, z0), (u1, v1), ..., (um−2, vm−2))∩−bd(S(u1)×
D(v1)), m ≥ 2, then

Wm((F, G)+, x0, (y0, z0), (u1, v1), ..., (um−1, vm−1)) ∩ −int(S(u1)×D(v1)) = ∅.

As far as we know there have not been higher-order optimality conditions for

Benson proper efficiency in the literature. Now we pass to sufficient optimality

conditions. We need the following generalized convexity, which is motivated by a

more restrictive condition defined in [18].

Definition 4.1

(i) F : X → 2Y is called C]-variational pseudoconvex at (x0, y0) ∈ grF if,

there exists c∗ ∈ C] such that from c∗(F (x)− y0) ∩ (−∞, 0) 6= ∅ for some x ∈ X

one has c∗(V 1(F, x0, y0)) ∩ (−∞, 0) 6= ∅.
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(ii) F : X → 2Y is called C∗-variational pseudoconvex at (x0, y0) ∈ grF if,

there is c∗ ∈ C∗ \ {0} such that from c∗(F (x)− y0)∩ (−∞, 0] 6= ∅ for some x ∈ X

it follows that c∗(V 1(F, x0, y0)) ∩ (−∞, 0] 6= ∅.

Theorem 4.3. Let F : X → 2Y , G : X → 2Z and (x0, y0) ∈ grF . Assume

that

(i) F is a C]-variational pseudoconvex at (x0, y0) and G is D∗-variational

pseudoconvex at (x0, z0) for some z0 ∈ G(x0) ∩ −D;

(ii) For each z0 ∈ G(x0) ∩ −D, there exist c∗ ∈ C] and d∗ ∈ D∗ such that

inf[c∗(V 1(F, x0, y0)) + d∗(V 1(G, x0, z0)] ≥ 0,

d∗(G(x0) ∩ −D) = {0}.

Then (x0, y0) is a Benson-properly efficient solution of (P).

Proof. Suppose, ad absurdum, there exists a nonzero point y ∈ clcone(F (A) +

C − y0) ∩ −C. Then c∗(y) < 0 and there exist positive λn, xn ∈ A, yn ∈ F (xn)

and cn ∈ C such that

c∗(y) = lim
n→∞

λn(c∗(yn − y0) + c∗(cn)).

Hence lim
n→∞

λnc
∗(yn− y0) < 0. Then c∗(yn− y0) < 0, for large n. By the assumed

pseudoconvexity of F ,

c∗(V 1(F, x0, y0)) ∩ (−∞, 0) 6= ∅.

Since xn ∈ A, there exists zn ∈ G(xn)∩−D. By assumption (ii) d∗(zn−z) ≤ 0 for

any z ∈ G(x0)∩−D. By the pseudoconvexity of G, d∗(V 1(G, x0, z0))∩(−R+) 6= ∅.

Hence

[c∗(V 1(F, x0, y0)) + d∗(V (G, x0, z0)] ∩ (−∞, 0) 6= ∅,

which is a contradiction. ¤
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4.2. Optimality conditions for Q-minimal solutions

Theorem 4.4. Assume that (x0, y0) is a local Q-minimal solution of problem

(P) and z0 ∈ G(x0) ∩ −D. Then

(i) V 1((F, G), x0, (y0, z0))
⋂−(Q× intD(z0)) = ∅;

(ii) if (u1, v1) ∈ V 1((F,G), x0, (y0, z0))
⋂−bd(Q×D(z0)), then

V 2((F, G), x0, (y0, z0), (u1, v1)
⋂
−int(Q(u1)×D(z0)) = ∅;

(iii) if Q is additionally convex and (u1, v1) ∈ V 1((F, G), x0, (y0, z0))
⋂−bd(Q×

D(z0)), (u2, v2) ∈ V 2((F, G), x0, (y0, z0), (u1, v1))
⋂−bd(Q(u1)×D(z0)), ...,

(um−1, vm−1) ∈ V m−1((F, G), x0, (y0, z0), (u1, v1), ..., (um−2, vm−2))

⋂−bd(Q(u1)×D(z0)),m ≥ 2, then

V m((F, G), x0, (y0, z0), (u1, v1), ..., (um−1, vm−1))

⋂−int(Q(u1)×D(z0)) = ∅.

Proof. (i) and (ii) If (u1, v1) = (0, 0), assertion (ii) collapses to (i). Hence, it

suffices to prove (ii). Suppose to the contrary, there exists (y, z) in the intersection

needed to be shown empty. There are then xn
(F,G)→ x0, tn → 0+ and (yn, zn) ∈

(F, G)(xn) such that

1

tmn

(
(yn, zn)− (y0, z0)− tn(u1, v1)

)
→ (y, z),

where y ∈ −intQ(u1) and z ∈ −intD(z0). Then,

1

tn

( 1

tn
(yn − y0)− u1

)
→ y

and Lemma 4.1 gives yn−y0 ∈ −Q for large n. Similarly, this lemma asserts that

zn − tnv1 ∈ −intD for large n, and hence zn ∈ −intD. This contradicts the local

Q-minimality of (x0, y0).
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(iii) Arguing also by contraposition, this time we have similar sequences xn, tn

and (yn, zn) such that

=

(
yn − y0 +

∑m−1
i=2 αit

i
nqi

tn(1−∑m−1
i=2 αiti−1

n )
− u1

)
1−∑m−1

i=2 αit
i−1
n

tm−1
n

→ y.

As sn = tm−1
n (1−∑m−1

i=2 αit
i−1
n )−1 → 0+, for large n we have, by Lemma 4.1,

yn − y0 +
m−1∑
i=2

αit
i
nqi ∈ −Q,

and then (as Q is convex) yn − y0 ∈ −Q.

Similarly, for i = 1, ..., m − 1, there are βi ≥ 0 and di ∈ D such that vi =

−βi(di + z0). Therefore,

1

tmn
(zn − z0 − tnv1 − ...− tm−1

n vm−1)

=

(
zn +

∑m−1
i=1 βit

i
ndi

1−∑m−1
i=1 βitin

− z0

)
1−∑m−1

i=1 βit
i
n

tmn
→ z.

Again Lemma 4.1 yields that zn ∈ −int D. So, we have arrived at a contradiction.

¤

Similarly, we have the following necessary condition using the variational set

of type 2.

Theorem 4.5. Assume the same as for Theorem 4.4. Then

(i) W 1((F, G), x0, (y0, z0))
⋂−(Q× intD) = ∅;

(ii) if (u1, v1) ∈ W 1((F, G), x0, (y0, z0))
⋂−bd(Q×D), then

W 2((F, G), x0, (y0, z0), (u1, v1))
⋂
−int(Q(u1)×D(v1)) = ∅;

(iii) if Q is additionally convex and (u1, v1) ∈ W 1((F,G), x0, (y0, z0))
⋂−bd(Q×

D),
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(u2, v2) ∈ W 2((F, G), x0, (y0, z0), (u1, v1))
⋂−bd(Q(u1)×D(v1)), ...,

(um−1, vm−1) ∈ Wm−1((F, G), x0, (y0, z0), (u1, v1), ..., (um−2, vm−2))

⋂−bd(Q(u1)×D(v1)),m ≥ 2, then

Wm((F,G), x0, (y0, z0), (u1, v1), ..., (um−1, vm−1))

⋂−int(Q(u1)×D(v1)) = ∅.

Remark 4.1. The assumed convexity of Q in Theorems 4.4 (iii) and 4.5 (iii)

does not restrict much the generality, since in this case a Q-minimal solution still

encompasses the following solutions (see [6], Theorem 21.7): weak efficient, posi-

tive proper, Henig- and strong Henig-proper, and (supposing intC∗ is nonempty)

supper efficient, with Q being suitably chosen for each case. By Theorem 4.1 (i)

a Benson-proper solution is a Q-minimal solution as well. We skip a recalling the

definitions of these kinds of solutions here; the interested reader is referred to [6,

14, 16].

With relaxed convexity assumptions we establish the following sufficient con-

dition, including stronger separations (with (F,G)+). Remember that here Q is

not necessarily convex.

Theorem 4.6. For problem (P), let x0 ∈ A, y0 ∈ F (x0) and z0 ∈ G(x0)∩−D.

Assume that either at x0, F is C-star-shaped and G is D-star-shaped or (F, G)

is pseudoconvex at (x0, (y0, z0)). Then (x0, y0) is a (global) Q-minimal solution if

either of the following is satisfied

(i) V 1((F, G)+, x0, (y0, z0))
⋂−(Q×D(z0)) = ∅;

(ii) if (u1, v1) ∈ V 1((F,G)+, x0, (y0, z0))
⋂−bd(Q×D(z0)), (u2, v2) ∈

V 2((F, G)+, x0, (y0, z0), (u1, v1))
⋂−bd(Q(u1)×D(z0)), ..., (um−1, vm−1) ∈
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V m−1((F, G)+, x0, (y0, z0), (u1, v1), ..., (um−2, vm−2))
⋂−bd(Q(u1)×D(z0)),

m ≥ 2, then

V m((F, G)+, x0, (y0, z0), (u1, v1), ..., (um−1, vm−1))

⋂−(Q(u1)×D(z0)) = ∅.

Proof. If (u1, v1) = ... = (um−1, vm−1) = (0, 0), (ii) becomes (i). Therefore, we

need to prove only that the conclusion holds under condition (i). By Proposition

2.4, one obtains

((F, G)(x)− (y0, z0))
⋂
−(Q×D(z0)) = ∅.

If one had x ∈ A and y ∈ F (x) such that y − y0 ∈ −Q. Then there was

z ∈ G(x) ∩ −D satisfying

(y, z)− (y0, z0) ∈ −(Q×D(z0)),

a contradiction. ¤

To the best of our knowledge the preceding results are the first contribution

to higher-order optimality conditions for Q-minimality.
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